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Final
The exam consists of four questions on five pages. Each question is of equal value.

1. Consider the model y = a+ e, for a random sample of ¢ = 1,2, ..., n observations, where e is normally

distributed with mean 0 and variance 0. For this model,

a) Derive the method of moments estimator of «.

(a)
(b) Derive the ordinary least-squares estimator of a.
(c¢) Derive the maximum likelihood estimator of a.

)

(d) Suppose a researcher proposes another estimator of « as

no
a
n+1

a:

where @ is your estimator from part (a), (b), or (¢). Give the bias and variance of a.

(e) Show that & converges to a normal distribution and compare this with that of the estimator a.



2. Consider the model y = a + e, for a random sample of ¢ = 1,2,...,n observations, where e is normally
distributed with mean 0 and known variance o2. Suppose we are interested in testing the null hypothesis
Hy : o = 1. For this model and null:

(a) Construct the t-statistic and state its asymptotic distribution.
(b) Construct the Wald statistic and state its asymptotic distribution.

(¢) Construct the likelihood ratio statistic and state its asymptotic distribution.



3. Consider a random variable Y which which follows a Bernoulli distribution

1 with probability 6

0 with probability (1 — 0)
with probability density function

fry) =01 —-0)""".

For this random variable:

(a) Derive the expected value of YV
(b) Derive the variance of Y
(

(c
d

(e

)

)

) What possible values can the parameter 6 take?

) For a random sample of obserations of size n, derive the maximum likelihood estimator of 6
)

Suppose we wanted to test the null hypothesis that Hy : § = 6y. Construct a test statistic for this

null hypothesis and state its asymptotic distribution.



4. Considering the R code on the next page, answer the following:

a) What is the distribution of the error (e), regressor (z), and regressand (y)?

(
(b) Consider the estimation method of the parameter, formally derive that estimator.
(

(c

d

)
)
) For the estimator in part (b), show what the weak law of large numbers implies.
) What is the asymptotic distribution of the estimator in part (b).

)

(e

If we were to repeat the test being performed in the model (say, a thousand times), what proportion

of the time would we expect to reject the null as n gets very large?



n <- 100

X <- rnorm(n,0,1)
e <- rnorm(n,0,1)
y <- b*x + e

est <- Im(y~x-1)
bh <- estS$Scoef

s2 <- (1/(n-1))*sum(estSres”2)
vb <- s2/sum( (x-mean(x))"2)

th <- (bh-1)/sqgrt (vb)



