Economics 670: Econometrics
Department of Economics, Finance and Legal Studies
University of Alabama
Fall 2021

Final Exam % ‘/(

The exam consists of four questions on four pages. Each question is of equal value.

1. For y = X + e, where X is an n X k matrix and 8 is a k x 1 vector, consider the
orthogonal projection matrix M = I, — P, where I, is an identity matrix of dimension

nand P = X(X'X) X' is the projection matrix. With this information:

(a) Show that M is symmetric.
(b) Show that M is idempotent.
c) Show that the trace of M is n — k.
d) Show that M X = 0.
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2. Consider the model y = X + e, where E(e|X) = 0 and E(ee'|X) = 2, where {2 is an

unknown variance-covariance matrix.

(a) Derive the OLS estimator 7 of f.
(b) Show that the estimator from part (a) is unbiased.
(

¢) Using the result from part (a), propose an estimator {} for the variance-covarance

matrix 2.

(d) Using the result from part (c), and the objective function &', derive the

feasible generalized least squares estimator E of 5.

(e) Show that the estimator from part (d) is unbiased.
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3. Consider the model y = X3+ e, where e|X ~ N(0,02I,). For an i.i.d. random sample

of observations from this model,

(a) Derive the maximum likelihood estimator of /3.
(b) Derive the variance of the estimator in part (a).

(c) Exploiting the assumption that ¢|X ~ N(0,02I,), show that the estimator from

part (a) is asymptotically normal.
(d) Using large sample theory, show that the estimator from part (a) is consistent.

(e) Using large sample theory, show that the estimator from part (a) is asymptotically
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4. Consider the model y = X 3+e, where 3 is a k x 1 vector, E(e|X) = 0 and V(e|X) = o2
Suppose we are interested in the object  =r(8) =1, x B =81+ B+ -+ Bs.

(a) What conditions are required to show that 8 is a consistent estimator of §?
(b) What conditions are required to show that 0 is asymptotically normal?
(c) What is the variance of the distribution in part (b)? Be specific.

(d) Suppose we wish to test the null Hy : 0 = r(8) = 1+ 2+ -+ + B = 0. Write
down the Wald statistic for this null.

(¢) What is the asymptotic distribution of the test statistic from part (d)?
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