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The exam consists of three questions on three pages. Each question is of equal value.

1. We are interested in the optimal bandwidth which minimizes the asymptotic mean

integrated square
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With this information, answer the following:

(a) Define (both in words and equations) R(k), κ2
2(k) and R(f (2)). Which are in the

researchers control? Which are not in the researchers control?

(b) Derive the optimal bandwidth hopt. Discuss what happens to this optimal band-

width in large samples.

(c) If the AMISE of the first derivative of the density estimator is given as
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where k′ is the first derivative of the kernel function with respect to x, what

additional assumptions are we making? Derive the optimal bandwidth hopt in

this setting. Discuss what happens to this optimal bandwidth in large samples.



2. Suppose we were interested in a test for independence fX,Y (x, y) = fX(x)fY (y). For

simplicity, consider a single dimension for each random variable. With this information,

answer the following:

(a) Give a formula for the integrated square error. Show that this is equal to 0 under

the null hypothesis.

(b) Derive a feasible version of the integrated square error using leave-one-out esti-

mators.

(c) Discuss how you would bootstrap the distribution under the null hypothesis.



3. Below is a set of 50 real observations drawn at random from an unknown density

(f(x)). Using this figure, answer the following:

(a) Write down a reasonable density that could have produced these observations.

(b) For any two values of x, plot an Epanechnikov kernel function. What weight is

given to each observation?

(c) Label the axes and draw a reasonble density estimate (f̂(x)).
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